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In dynamic cluttered environments, audition and vision may benefit from each other in determining what
deserves further attention andwhat does not. We investigated the underlying neural mechanisms responsible
for attentional guidance by audiovisual stimuli in such an environment. Event-related potentials (ERPs) were
measured during visual search through dynamic displays consisting of line elements that randomly changed
orientation. Search accuracy improved when a target orientation change was synchronized with an auditory
signal as compared to when the auditory signal was absent or synchronized with a distractor orientation
change. The ERP data show that behavioral benefits were related to an early multisensory interaction over left
parieto-occipital cortex (50–60 ms post-stimulus onset), which was followed by an early positive modulation
(80–100 ms) over occipital and temporal areas contralateral to the audiovisual event, an enhanced N2pc
(210–250 ms), and a contralateral negative slow wave (CNSW). The early multisensory interaction was
correlated with behavioral search benefits, indicating that participants with a strong multisensory interaction
benefited the most from the synchronized auditory signal. We suggest that an auditory signal enhances the
neural response to a synchronized visual event, which increases the chances of selection in a multiple object
environment.

© 2010 Elsevier Inc. All rights reserved.

Introduction

Many studies have reported that information from different
sensory modalities interacts (Alais and Burr, 2004; Calvert et al.,
2000; Giard and Peronnét, 1999; Hershenson, 1962; Macaluso et al.,
2000; McGurk andMacDonald, 1976; Molholm et al., 2002; Schroeder
and Foxe, 2005; Shipley, 1964). For instance, a single visual event is
perceived as being brighter when accompanied by an auditory signal
than when presented in isolation (Stein et al., 1996). These and other
results have provided evidence for the notion that multisensory
integration enhances signal clarity and/or reduces stimulus ambiguity
(see e.g. Chen and Yeh, 2009; Olivers and Van der Burg, 2008;
Vroomen and De Gelder, 2000). One drawback of the majority of
studies to date, however, is that they examine interactions among
single events at a time (i.e. a single visual event in combination with a
single auditory event), thus leaving out the question how multisen-
sory interactions can aid in resolving the competition between
multiple stimuli (Spence, 2007).

One exception is provided by a recent study of ours (Van der Burg
et al., 2008b) in which participants searched for a horizontal or vertical
line segment presented among many distractor lines of various
orientations. Throughout each experimental trial random subsets of
items changed color. Search through these displays is difficult but

improves dramatically when a spatially uninformative tone is concur-
rently presented with the color change of the target line. This “pip and
pop” effect, aswehave dubbed it, indicates that a synchronized auditory
event can affect the competition among multiple visual items. Follow-
up studies demonstrated that the pip and pop effect is not due to
increases in alertness or top-down temporal cueing (Van der Burg et al.,
2008a,b). We have proposed that the auditory signal enhances the
neural response of the synchronized visual event at an early sensory
level of processing (Stein et al., 1996), though in our prior study we
could not provide direct evidence for this hypothesis.

Here we report an electrophysiological study in humans that
supports the idea that early multisensory integration underlies the pip
andpop effect, bolstering the claim that rapid andautomatic audiovisual
integration leads to the subjective experience of the synchronized visual
event popping out of the background. Participants were asked to search
for a horizontal or vertical target line among irrelevant diagonal lines. At
pseudo-random intervals subsets of lines changed orientation. This set-
up allowed us to independently control the moment of display onset
and the moment of target appearance within that display. The target
was placed at a lateral location in the lower visual field so as to take
advantage of the known lateralization of brain potentials related to the
deployment of attention. The target was absent at the beginning of the
trial, and at a specificmomentonedistractor line changed into the target
line (i.e. a horizontal or vertical line segment). Participants were
required to identify the target orientation by pressing one of two keys.
Our behavioral measure was identification accuracy. Fig. 1a presents an
example search display (see on-line Mov. 1 for a video clip of a trial).
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The current experimentwas designed in such away that the relation
between multisensory integration and attention could be studied from
two different perspectives. First, ERPs elicited by auditory (A) and visual
(v) signals presented in isolation could be summated and compared to
those ERPs elicited by audiovisual (AV) stimuli, in which the sound
coincided with the visual target (i.e. investigating the difference
between AV and [A+V] ERPs), without specifically considering the
lateral position of the visual stimuli. Earlier ERP work has shown that
this additive model can reveal early latency (~40 ms) multisensory
processes (Giard andPeronnét, 1999;Mishra et al., 2007;Molholmet al.,
2002; Talsma et al., 2007), reflecting changes early in the visual
processing sequence (Eckert et al., 2008; Martuzzi et al., 2007;
Zangenehpour and Zatorre, 2010). The present study is thus designed
to determinewhether such early modulations underlie the pip and pop
effect.

To assess the possibility that a sound automatically interacts with a
coinciding visual stimulus (regardless of its relevance (Van der Burg et al.,
2008a,b) we not only included a condition in which the visual part of the
audiovisual stimulus was the target (i.e. an AVtarget), but also a condition
in which the visual part of the audiovisual stimulus was an irrelevant
distractor (AVdistractor). Here the tone was synchronized (and ERPs time-
locked) toavisual distractor stimulus. If thepip andpopeffect occurs in an

automatic fashion, then earlymodulations are expected here aswell as in
the AVtarget condition. Note that the different conditions were presented
in blocks to ensure that participants ignored the auditory event in the
AVdistractor condition. This way, interactions could consequently be
attributed to automatic integration of multisensory information. Fig. 1b
illustrates the temporal dynamics of the trial types employed in our study.

Second, in addition to analyzing early multisensory modulations, the
presentation of visual events at lateral locations in the visualfield allowed
for the analysis of lateralized ERPs associatedwith sensory enhancement,
the deployment of attention, and activation in of visual short term
memory (VSTM). To index changes in these cognitive processes we
looked at a series of well-documented ERP components: the lateral P1
(90–120 ms post-stimulus), the N2pc (175–300 ms post-stimulus), the
contralateral negative slow wave (CNSW; 300+ms post-stimulus).

Multimodal researchwith the lateralized P1 has associated increases
in the amplitude of this component to modulation of sensory strength
and priority (McDonald et al., 2005; Störmer et al., 2009). In McDonald
et al. (2005), for example, the perceived order of lateralized visual
eventswas affected by the location of a preceding auditory signal. Visual
events thatwerepresented at the same location as auditory eventswere
perceived as occurring earlier in time, and this behavioral effect was
associatedwith increase in the amplitude of the lateral P1. These results
lead us to expect a corresponding increase in lateral P1 in the present
study if the auditory signal in fact modulates the strength of a
synchronized visual event (though it is important to note that, in
contrast to McDonald et al. (2005), in the present study the sound itself
was not lateralized).

The N2pcwas originally linked to visuo-spatial selective attention in a
series of visual search studies (Luck andHillyard, 1994; Luck et al., 2000).
The component is evident as an increase in negative ERP amplitude at
posterior electrodes located over cortical brain areas contralateral to an
attended visual object. In thepresent study,weexpect to observe anN2pc
if the synchronized visual event captures attention. Moreover, if the early
audiovisual integration and subsequent change in visual processing
occurs automatically, similar P1 and N2pc modulations should be
observed in the AVdistractor and AVtarget conditions.

The CNSW has been associated with visual short term memory
(VSTM; Klaver et al., 1999). This lateralized component is present
during memorization and reflected as a posterior slow negative ERP
wave developed over the hemisphere contralateral to the memorized
item. In our experimental task, VSTM was presumably active in
AVtarget trials, as participants were required to eventually respond
based on target characteristics, but we did not expect the recruitment
of VSTM resources in the AVdistractor condition. With this in mind we
expected to find a larger CNSW in the AVtarget condition.

Finally, we expect to observe a greater P3 component in the
AVtarget condition compared to the other conditions (Sutton et al.,
1965).We distinguish the P3 from co-occurring CNSW in that the P3 is
a central component, while the CNSWhas a lateral topography. The P3
has been associated with awareness of stimuli, and/or updating of
working memory (Nieuwenhuis et al., 2005; Sutton et al., 1965).

To foreshadow, our results show that spatially uninformative
auditory signals start to affect the competition among multiple visual
objects at an early sensory stage (50–60 ms after stimulus onset),
driving an early positive modulation contralateral to the visual event
(~80 ms). These effects are followed by enhanced N2pc, contralateral
negative slow wave (CNSW; Klaver et al., 1999), and P3 components,
reflecting the orienting process of attention, visual short term
memory, and active cognitive processing.

Materials and methods

Participants

Fourteen volunteers participated in the experiment (7 females,
mean age 23.8 years; range 18–33 years). Participants were either

Fig. 1. (a) Illustration of the search display used in the present study. During each trial, a
random number (1, 4 or 7) of distractor lines changed orientation, and one of them
changed into the target line (i.e. a horizontal or vertical line segment). Participants
were instructed to make an unspeeded response to the orientation of this target line.
Two loudspeakers were located on the left and the right of the monitor. (b) Illustration
of the different stimulus conditions. The event related potential (ERP) was time-locked
to the stimulus event. The light gray bars indicate the moments at which a number (1, 4
or 7) of distractor elements changed orientation. The black bar indicates the moment
that a single distractor line changed into the target line (i.e. a horizontal or vertical line
segment). The event of interest, the synchronized event, was always preceded by a
150 ms interval and followed by a 100 ms interval. Furthermore, all other intervals
varied randomly between 50 and 250 ms. See online Mov. 1 for an example display
used in the present study (AVtarget condition).
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paid € 10 an hour or received course credits. All participants gave
written informed consent for their participation. Experimental
procedures adhered to the declaration of Helsinki.

Design and stimuli

Two grids filled with randomly oriented line elements were
presented in the lower left and right visual fields (see Fig. 1a). A trial
lasted approximately 4 seconds, and during this period a number of line
elements changed orientation. At the start of the trial, all line elements
were diagonally oriented. After a randomly determined duration, one of
the changing lines ended up in either horizontal or vertical orientation.
This element was designated as the target stimulus. At the end of the
trial, participants were required to report the orientation of the target
(horizontal or vertical) by making an unspeeded response. On some
trials, a brief tone could coincide with the target change.

More specifically, the present study contained five different stimulus
conditions (V, A, AVtarget, AVdistractor, and No-stim; see Fig. 1b). In the
visual only (V) condition, soundswere absent andERPswere time-locked
to the target orientation change. In the auditory only (A) condition, a
soundwas present but did not coincidewith a visual event. In the AVtarget

condition sounds were presented simultaneously with the target
orientation change. In the AVdistractor condition, sounds were presented
simultaneous with an orientation change of one of the distractor
elements. In the No-stim condition, ERPs were locked to a time-point at
which there was neither a visual change nor a sound. Although trials in
this condition did consist of a stimulus sequence similar to that in the
other conditions, in this condition the ERPswere locked to a point in time
where nothing happened. Since target events were still present
(randomly before or after the time-locking non-event), participants
were still engaged in performing the task. Therefore, these No-stim trials
could be used to estimate brain activity related to generic cognitive
processes not specific to the multisensory integration processes of
interest and remove the corresponding ERP activity from the trials of
interest. In addition, these No-stim trials served to estimate the residual
activity elicited by adjacent distractor changes in the sequence of visual
display changes (see Talsma and Woldorff, 2005b, for a similar
methodology).

The auditory stimulus was a 500 Hz tone (44.1 kHz sample rate, 16
bit, mono) with duration of 60 ms (including a 5 ms fade-in and 5 ms
fade-out to avoid audible transients) presented via two speakers placed
such that the sounds appeared to originate from the center of the screen.
The visual search display consisted of 50 white (76.7 cd m−2) line
segments (length 0.60° visual angle) on a black (b0.05 cd m−2)
background. The orientation of each line element was pseudo-random.
Half of the lines were placed on an invisible 5×5 grid (3.40˚×3.40˚) in
the lower left visual field (5.32˚ to the left and 2.13˚ below fixation), and
the other half of the lines were placed on an identical grid in the lower
right visualfield (5.32˚ to the right and 2.13˚belowfixation). Participants
were required tomaintainfixation at the center of the screen,whichwas
marked by a white (76.7 cd m−2) dot. The orientation of each line
deviated randomly by either plus or minus 22.5° from horizontal or
vertical, except for the target, which changed from a diagonal to a
horizontal or vertical line during the course of a trial. During each trial,
twentyorientation changes occurred. The length of the interval between
changes varied randomly from50 to250 ms,with the exception that the
event of interest (to which ERPs were time-locked) was always
preceded by a 150 ms interval and followed by a 100 ms interval to
promote unambiguous audiovisual binding (Van der Burg et al., 2010b,
2008b). This event of interest (see stimulus event in Fig. 1b) always
occurred randomly between the 7th and 14th orientation change. In the
No-stim, AVdistractor, or A condition we time-locked the ERPs to events
other than the visual target event. In that case, the visual target event
occurred on the fourth or fifth change before or after the event of
interest. Target stimuli could never occur on the outer ring of the 5×5
grid.

During each orientation change, one, four, or seven line segments
changed orientation (90 degrees, either left- or rightwards). The
orientation change that revealed the target (i.e. when one of the
elements changed to a horizontal or vertical orientation) was unique
in that during that moment only one element (the target itself)
changed orientation, and it changed by less than 90 degrees (i.e.
sufficient to align it with horizontal or vertical).

Procedure

Each trial beganwith a fixation dot that was presented for 1000 ms
at the center of the screen. This was followed by the presentation of
the search array and the sequence of 20 orientation changes. At the
end of the trial, participants were instructed to make an unspeeded
response to indicate whether the target orientation was vertical or
horizontal. Participants were instructed to respond with high
accuracy. Target orientation (horizontal or vertical) as well as its
location (left or right visual field) were balanced and randomly mixed
within blocks. In the AVdistractor condition, the location (left or right
visual field) of the synchronized distractor was also balanced and
randomly mixed within blocks. Participants received five practice
blocks, and 85 experimental blocks (5 conditions×17 blocks) of 16
trials each, leading to 272 trials per relevant cell (collapsed across
vertical and horizontal target orientations). After each block,
participants received accuracy feedback.

Apparatus

The experimentwas run in a dimly lit, sound-attenuated, electrically
shielded cabin. Participants were seated approximately 80 cm from the
monitor and speakers (which were placed on the left and right side of
the monitor). EEG was recorded with 128 active sintered Ag-AgCl
electrodes (BioSemi, Amsterdam, The Netherlands) positioned radially
equidistant from the vertex across the scalp (BioSemi 128 channel ABCD
layout; see http://www.biosemi.com for details). Additional electrodes
were placed at the left and right mastoids, approximately 1 cm above
and below the orbital ridge of each eye, and at the outer canthi of the
eyes. Eye movements were also monitored using a video monitoring
system. Datawas digitized at 512 Hz and referenced during recording to
an active common mode electrode and rereferenced offline to the
average of the signals recorded at the two mastoids.

Horizontal eye-movements were detected by rereferencing the
electrodes at the left and right canthi against each other, thus
reconstructing the horizontal electro-oculogram (EOG). Likewise,
vertical eye movements and blinks were detected by referencing the
electrodes above each eye against the electrode directly below it. This
was done for each eye separately, thus reconstructing the vertical EOGs.

Analysis

The behavioral data was subjected to a repeated measures within-
subjects univariate ANOVA with stimulus condition (V, A, AVtarget,
AVdistractor, No-stim) as within-subject factor and alpha set at .05. The
reported P values have been Huynh–Feldt corrected for sphericity
violations.

Raw EEG signals were digitally filtered using a 0.05 Hz, 4096-point
Gaussian high-pass filter, and an 18 Hz, 201-point Blackmanwindowed
finite impulse low-pass filter. Epochs containing eye-blinks (vEOG:
150 μV/500 ms) and eye-movements (hEOG: 75 μV/20 ms; vEOG:
75 μV/20 ms) were discarded using an automated procedure (Talsma
and Woldorff, 2005a). Furthermore, the signal-to-noise ration in ERP
data was optimized by using an auto-adaptive procedure (Talsma,
2008). ERP data were analyzed for correct response trials only, unless
otherwise stated, resulting in the exclusion of approximately 25% of
trials. Of all correct trials, an additional 15% were rejected due to
artifacts. This left on average at least 150 trials for each cell. In each
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condition, ERPswere obtainedby time-locking to the event of interest in
that condition and averaging all qualifying EEG epochs. These averages
contained a 200 ms pre-stimulus baseline period and extended until
1000 ms after the event of interest. ERPs were baseline corrected using
the 200 ms pre-stimulus period. To control for differential overlap, and
generic cognitive processes, the time-locked averages elicitedby the no-
stim trials were first subtracted from each of the original (A, V, and
AVtarget and AVdistractor) ERPs (Talsma and Woldorff, 2005b).

The resulting ERP averages were subjected to several analyses.
First, multisensory integration effects were estimated by summating
the A and V (A+V) ERPs and comparing this summated ERP to the
ERP elicited by the AVtarget and AVdistractor trials (Giard and Peronnét,
1999; Stein andMeredith, 1993).While we expect an early (b 100 ms)
multisensory interaction, we did not have a clear prediction regarding
the location of the early effect. Therefore, for correct trials only, we
initially conducted an explorative analysis for the early multisensory
integration effect, testing each sample (~2 ms) and electrode for an
effect of the within subjects factor Stimulus Type (i.e. AVtarget,
AVdistractor, and (A+V); analysis was limited to the first 200 ms
following stimulus onset; cf. Giard and Peronnét, 1999). These results
were thresholded such that effects were only considered to be
significant when a P valueb0.05 was found on at least two sequential
samples at two or more neighboring channels. These criteria were
chosen because they represented the minimum temporal and spatial
thresholds necessary to remove some spurious results from our
analyses (i.e. choosing more restrictive criteria did not change our
results appreciably). After this overall analysis, three post-hoc tests
were conducted, in which each of the individual levels of the factor
Stimulus Type was tested against one of the other levels. Results from
these tests were considered significant when they adhered to the
same criteria as applied to the overall test (i.e. Pb0.05 on at least two
significant samples and at two adjacent channels), with the added
restriction that that any time point/channel combination that had
yielded no significant result on the overall test was discarded. Fig. 4a
illustrates how the early multisensory interaction evolves over time.
Of main interest is the earliest multisensory interaction effect. This
interaction was reliable at around ~50 ms (post stimulus) and most
pronounced over the left hemisphere (see Fig. 5; 50–60 ms time
window).

This early effect was further examined in detail by obtaining a mean
voltage across the time window that garnered significant results in the
exploratory analysis (i.e., 50–60 ms; seeFig. 5). Thesemeanvoltageswere
used as dependent measures in an ANOVA with a within-subjects factor
for Stimulus Type (A+V, AVtarget vs. AVdistractor). For correct trials only,
separate ANOVAs were used to examine the presence of an early
multisensory interaction in the AVtarget condition (i.e. AVtarget vs. (A+V))
and AVdistractor condition (i.e. AVdistractor vs. (A+V)). Note that the
AVdistractor condition was compared against the same A+V conditions as
the AVtarget condition, even though in the AVdistractor condition the ERPs
were time-locked to a visual distractor change rather than a visual target
change. This is because the raw exogenous visual response elicited by the
distractor and target orientation changes should not differ. To test
whether any behavioral benefits were indeed related to the early
multisensory interaction, we conducted a Post-hoc analysis for correct
and incorrect response trials in the AVtarget condition, under the
assumption that on incorrect trials multisensory integration would fail
more often.

The later P3 effect was tested by computing mean amplitudes,
averaged across three medial parietal electrodes (A19, A20, A21;
approximately equivalent to PZ), at consecutive 10 ms time windows.
These values were subjected to an ANOVA containing the within
subjects factors Stimulus Type (AVtarget vs. A+V).

Whereas the analysis of the earlymultisensory integration effectwas
somewhat explorative, the analysis of subsequent lateralized effects and
the central P3 component were hypothesis driven. Therefore, we did
not conduct any exploratory analyses involving all electrodes, but only

analysed these effects using electrode locations where these effects are
expected to be maximal. The presence of lateralized effects was
determined by creating three separate sets of ERPs for the AVtarget,
AVdistractor, and Vonly trials, depending on whether the visual stimulus
occurred in the left or right visual field. The resulting waveforms were
tested for the presence of an early P1, a late N2pc, and a late
memorization effect by obtaining from left and right hemifield trials
(in the AVtarget, AVdistractor, and Vonly conditions) the mean voltages of
consecutive 10 ms time windows. These mean voltages were averaged
across three posterior left (approximately equivalent to P3, PO5, PO7)
and three posterior right (approximately equivalent to P4, PO6, PO8)
hemisphere electrodes (as identified in Figs. 8 and 9), and were used as
dependent measures in an ANOVA containing the within-subjects
factors Stimulus Location (target left vs. target right), Stimulus Type
(AVtarget, AVdistractor, vs. Vonly), and Hemisphere (left vs. right).

BESA (BESA International, Germany) was used to create topogra-
phies of the ERP effects. The lateral ERP scalp topography maps (early
contralateral positivity and N2pc) are based on an contralateral-
minus-ipsilateral difference mirrored across the vertical meridian of
the electrode array with electrodes on the midline artificially set to
zero (see also Hickey et al., 2009). For topographic mapping the ERP
data was re-referenced to the average voltage observed at 642
positions across a spherical-spline-interpolated representation of the
data (i.e. in BESA nomenclature, the data was transformed such that it
was “reference-free”). The average reference value was subtracted
from the contra-minus-ipsilateral difference waves to make the
reference-free maps show zero on the midline.

Results

Behavioral data

Target detection performance differed significantly for the differ-
ent stimulus conditions, F4,56=31.1, Pb0.0001. As is clear from Fig. 2,
the auditory signal led to strong benefits for the detection of the
synchronized visual target in the AVtarget condition, resulting in
significantly improved accuracy (90.5%) compared to all other
conditions (average 75.8%; all individual comparisons, ts13N5.9, all
Psb0.0001). As in previous studies (Ngo and Spence, 2010; Van der
Burg et al., 2010b; 2008a,b, 2009), spatially uninformative auditory
events affected the competition between multiple visual items. The
current results also demonstrate that the pip and pop phenomenon is
not restricted to target color changes, indicating that themultisensory
integration process underlying the effect is not feature specific.
Further analysis yielded no reliable difference in performance when
we excluded the AVtarget condition, F3,39b1, PN0.8. Note that a
synchronized distractor orientation change (AVdistractor condition) did
not lead to behavioral costs, as might be expected if the AVdistractor

drew attention to its location. However, it is important to note that the

Fig. 2. Mean percentage of trials in which participants reported the target orientation
correctly as a function of stimulus condition. Data were collapsed across target
orientation and target location. The error bars represent the overall standard errors of
individual mean correct responses.
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interval between the visual target and the synchronized distractor
event was quite long (200–2500 ms; i.e. the minimum and maximum
possible time interval between the distractor and target change),
raising the possibility that attention may have been initially deployed
to the distractor and later reoriented to the target, with no behavioral
consequence (e.g. Theeuwes, 2000). Furthermore, although there
were no costs for the AVdistractor on average, a more detailed analysis
revealed a reliable correlation across participants between the
benefits in the AVtarget condition (relative to the V condition) and
the costs in the AVdistractor condition (also relative to the V condition),
Pearson's r=.627, Pb0.02, indicating that those who benefited the
most from audiovisual targets suffered the most from audiovisual
distractors.

ERP data

Fig. 3 presents the ERPs elicited when the auditory event was
presented alone (A), when the visual event was presented alone (V),
and when neither event occurred (No-stim).

The auditory (A) ERP has a standard morphology with clearly
identifiable P50 and N100 components. In contrast, the visual (V) ERP
contained no strong exogenous components such as the P1 and N1.
This is consistent with studies showing attenuation of these early
components when dynamic visual displays are employed (Leblanc
et al., 2008; Martens et al., 2007).

The ERP results for the multisensory events revealed a sequence of
relevant modulations, beginning with an early component over left
parieto-occipital cortex (50–60 ms post-stimulus) for both targets and
distractors. This component was only apparent for correct responses,
consistent with the idea that it reflects the integration of modality-
specific information that underlies the pip and pop effect. This was
followed by a series of lateralized ERP effects: an early (80–120 ms)
positivity contralateral to the AV-target and AV-distractor events,
suggesting a sensory enhancement of themultisensory event compared
to the unisensory visual stimuli, and an N2pc, reflecting stimulus
selection. When the multisensory event defined a target, the N2pc was
followed by a large CNSW, demonstrating the activation of VSTM, and a
larger P3 component, possibly reflecting enhanced awareness of the
audiovisual target. These results demonstrate that the auditory
stimulus, though spatially uninformative, rapidly integrated with the
concurrently presented visual stimulus. This led to benefits in
subsequent perceptual, attentive, and mnemonic operations.

Early multisensory integration
An initial exploratory analysis yielded reliable multisensory inter-

actions between ~50 and 180 ms (see Fig. 4 for a statistical overview).
Fig. 4a details the statistical significance of AVtarget×AVdistractor×(A+V)
amplitude for all electrodes within the 0–200 ms interval (for correct
trials only). Fig. 4b and c represents the multisensory interaction for

AVtarget andAVdistractor trials, respectively. Note that in this latter analysis
we only considered effects that were reliable in the preceding omnibus
analysis (as depicted in Fig. 4a).

As is clear from Fig. 4a, the earliest reliable interaction among the
AVtarget, AVdistractor and sum of the unisensory conditions (A+V) was
apparent from about ~50 ms. This was most pronounced over the left
hemisphere (see Fig. 5; 50–60 ms time window). This early
interaction was examined in detail by an ANOVA with Stimulus type
(A+V, AVtarget vs. AVdistractor) as within subjects factor. This ANOVA
yielded a reliable main effect of Stimulus Type, F2,26=5.31; Pb0.05,
(50–60 ms). This main effect was further examined by two separate
ANOVAs to investigate early multisensory interactions in the AVtarget

and AVdistractor condition.

Early multisensory integration in the AVtarget condition (50–60 ms).
Fig. 6 presents the ERPs for correct and incorrect trials to multisensory
AV-target stimuli compared to the sum of the ERPs to unisensory A
and V stimuli (A+V) and the corresponding scalp topographies
(Fig. 5a) for those trials on which observers responded correctly.

In the AVtarget condition (for correct trials only), the main effect of
Stimulus type (AVtarget vs. A+V) was reliable, F1,13=6.81, Pb0.05.
This early multisensory interaction is lateralized and most pro-
nounced over the left parieto-occipital electrodes (see the 50–60 ms
interval in Fig. 5a). The latency of the early multisensory interaction is
consistent with earlier work suggesting that an auditory signal can
affect the processing of a synchronized visual event early in the
cortical processing stream (Giard and Peronnét, 1999; Molholm et al.,
2002; Talsma et al., 2007; Talsma and Woldorff, 2005b).

The early multisensory integration effect in the AVtarget condition
was further examined for correct and incorrect trials to investigate
whether any behavioral benefits were related to the multisensory
integration effect. We expected that in incorrect trials multisensory
integration would fail more often than in correct trials (see Fig. 6).
This was statistically confirmed by a Stimulus Type (A+V vs.
AVtarget)×Response accuracy (correct response vs. incorrect re-
sponse) interaction, F1,13=7.10; Pb0.05. Furthermore, the main
effect of Stimulus Type (A+V vs. AVtarget) was not reliable when
participants responded incorrectly, F1,13=3.68, PN0.3. These results
suggest that the early component plays a crucial role in causing
efficient detection of the AVtarget (i.e. the pip and pop effect). A more
detailed analysis additionally revealed a reliable correlation across
participants between the benefits in the AVtarget condition (relative to
the V condition) and the magnitude of the early multisensory
interaction (AVtarget vs. A+V), Pearson's r=-.615, P=0.019, indicat-
ing that those with a strong multisensory interaction benefited the
most from the audiovisual targets (see Fig. 7). This correlation bolsters
the claim that the early multisensory interaction reflected in the ERP
plays a crucial role in creating the pip and pop behavioral effect.

Early multisensory integration in the AVdistractor condition (50–60 ms). If
the early process of integration is truly automatic, we should expect this
component to emerge when the AV event identifies a distractor event
(AVdistractor condition). Fig. 6 presents the ERPs for correct trials to
multisensoryAVdistractor stimuli compared to the sumof the correct ERPs
to unisensory A and V stimuli (A+V) and the corresponding
scalp topographies (Fig. 5b). The ANOVA yielded a reliable Stimulus
Type (A+V vs. AVdistractor) effect, F1,13=5.71, P≤0.05,. This confirms
our hypothesis that multisensory integration occurs automatically,
because in the experimental blocks where the AV event identified a
distractor, it never identified a target. There was therefore no strategic
reason for the participants to integrate the audio and visual modalities.

Note that in the AVdistractor conditionwe included only those trials on
which the target event was presented after the AV event, which
constituted half of all trials. This ensured that participants were still
maintaining the visual search task as in the AVtarget condition and there
was no interference from target-related processing. Furthermore, in

Fig. 3. Grand average ERPs elicited by the auditory event alone (A), visual event alone (V),
or when there was no auditory or visual event (No_stim). Data are collapsed across the
same three posterior left-hemisphere electrodes as in Fig. 5 (see 50–60 ms interval). Note
that negative is plotted upward and that stimulus onset occurred at 0 ms,which is indexed
by the y-axis.
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these trials participants responded with ~70% accuracy, yielding very
few incorrect trials. Therefore, we did not conduct an ANOVA with
Stimulus type and Response Accuracy (correct vs. incorrect response).

Nevertheless, the reliable main effect of Stimulus Type for correct trials
in the AVdistractor condition confirms our hypothesis that multisensory
integration occurs automatically, since the auditory signal never

Fig. 4. Summary of statistics. Shownhere is the statistical significance of themultisensory interactions over all electrodes (biosemi 128 channels) between 0 and 200 ms post-stimulus for
all subjects (correct trials only). (a) Statistical significance for the overall interaction (AVtarget×AVdistractor×(A+V) at each latency). (b) Statistical significance formultisensory interaction
in the AVtarget condition (AVtarget×(A+V) at each latency). (c) Statistical significance for multisensory interaction in the AVdistractor condition (AVdistractor×(A+V) at each latency).
(d) Statistical difference between theAV target and the AVdistractor condition. (e) Electrode locationwith corresponding channel numbers. Note that channel number corresponds to the
biosemi layout (1–32=A1-A32; 33–64=B1-B32; 65–96=C1-C32; 97–128=D1-D32; see http://www.biosemi.com for more details).
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indicated the target event. Moreover, in direct comparison of the
multisensory components elicited in the AVdistractor and AVtarget

conditions (for correct trials) there was no evidence of a reliable
difference in amplitude, F1,13b1; PN0.4 (see Figs. 4d and 6).

Some studies criticized the use of an additive model (i.e.
comparing themultisensory conditionwith the sum of the unisensory
conditions) to find support for early multisensory interactions, since
these early interactions are often due to some “common” activity, like
anticipatory brain potentials or motor responses instead (see e.g.
Cappe et al., 2010; Teder-Salejarvi et al., 2002). However, in the
present study, responses to the target were unspeeded, and in the
AVdistractor condition we observed a similar multisensory interaction
while participants never responded to the synchronized distractor
event. Furthermore, anticipatory activation was minimized, since (a)
the synchronized event (i.e. the target or distractor in combination
with the tone) appeared after a randomized and rather lengthily
interval and (b) No-stim trials (see Materials and methods) were first
subtracted from each of the original (A, V, and AVtarget and AVdistractor)
ERPs to control for any residual activity elicited by adjacent distractor
changes in the sequence of visual display changes (see also Talsma
and Woldorff, 2005b). Therefore, we think that our early interaction
reflects a multimodal interaction instead of some common activation.

Subsequent multisensory integration effects (~80–160 ms). Fig. 4 illus-
trates how the early multisensory integration effect evolves over time.
Interestingly, the early multisensory integration effect is present for the
AVtarget and AVdistractor condition (50–60 ms), but only present in the

AVtarget condition later in time. This difference suggests that the
auditory predictability (i.e. tone synchronized with the target vs. tone
synchronized with a distractor) might have had an influence on the
prolongation of the multisensory interaction effect. So, attending to the
auditory signal in the AVtarget condition does lead to a longer lasting
multisensory interaction effect in the AVtarget condition compared to
the AVdistractor condition (in which participants ignored the tone). This
sustained multisensory effect was most pronounced over the frontal
(80–100 ms) and fronto-central electrodes (140–160 ms; see Fig. 5).

Lateralized effects
The ANOVA yielded an early and two late reliable Stimulus

Location (target left vs. target right)×Stimulus Type (AVtarget,
AVdistractor, vs. Vonly)×Hemisphere (left vs. right) interactions, at
two consecutive 10 ms timewindows (80–100 ms; Fs1,13=4.95–6.25,
Psb0.05), four consecutive 10 ms time windows (210–250 ms;
Fs1,13=5.69–9.81, Psb0.01), and many consecutive 10 ms time
windows (330–1000 ms; Fs1,13=3.44–16.28, Psb0.05), respectively.
These three interactions were further examined, and discussed as
early contralateral positivity, attentional selection as reflected in the
N2pc, and lateralized VSTM effects.

Early contralateral positivity (80–100 ms). Fig. 8 presents grand
averaged target ERPs and scalp topographies for correct trials

Fig. 5.Multisensory interactions. (a) The scalp topographies represent the difference wave created by subtracting the AVtarget−(A+V) ERP. (b) The scalp topographies represent the
difference wave created by subtracting the AVdistractor−(A+V) ERP.

Fig. 6. Multisensory interactions in the AVtarget and AVdistractor condition. Grand average
ERPselicitedby theAVtarget stimuli (correct and incorrect trials), AVdistractor stimuli (correct
trials), compared to the sum of the ERPs elicited by A and V stimuli. Data are collapsed
across three posterior left-hemisphere electrodes, as indicated bywhite circles in the scalp
topography plot shown in Fig. 5 (see 50–60 ms interval). Note that negative is plotted
upward and that stimulus onset occurred at 0 ms, which is indexed by the y-axis.

Fig. 7. Relation between behavioral and electrophysiological correlates of multisensory
integration. Accuracy improvement in the AVtarget condition (compared to the V only
condition) correlateswith the amplitudeof the early latency (50–60ms)ERPeffect reflecting
the difference between the AVtarget and summated the unisensory conditions (A+V).
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collapsed across left and right hemifield AVtarget conditions and left
and right hemispheres so as to yield waveforms recorded contralat-
eral and ipsilateral to the side of the synchronized visual event.

The early lateralized interaction was further examined by separate
ANOVAs for each Stimulus Type (AVtarget, AVdistractor, vs. Vonly). In the
AVtarget condition, the Stimulus Location×Hemisphere interaction
was reliable, Fs1,13 23.76–24.00, Psb0.0001, at two consecutive time
windows (80–100 ms). This component follows the early multisen-
sory effect depicted in Fig. 5a (see 50–60 ms interval), and is
distributed over temporal–occipital areas contralateral to the visual
target and has positive polarity (Fig. 8b). In the AVdistractor condition,
we observed a similar reliable, Stimulus Location×Hemisphere
interaction (see Fig. 9a and b), Fs1,13 15.48–19.25, Psb0.001, at two
consecutive time windows (80–100 ms). In the Vonly condition (see
Fig. 10), the Stimulus Location×Hemisphere interaction failed to
reach significance during this 80–100 ms time window, Fs1,13=2.01–
3.58, PsN0.0526. Further analysis revealed no difference between the
AVtarget and AVdistractor conditions, Fs1,13=1.13–1.69, PsN0.216.

The existing ERP literature typically reports that the auditory N1
component peaks at approximately the same latency as the visual P1
component (i.e. 100 ms). In the present study, we indeed observed a
rather strong ERP response to the salient auditory stimulus (see Figs. 8a
and 9a) that was characterized by a fronto-central scalp distribution, but
was nevertheless still observable over themore posterior recording sites.
In contrast, we observed a relatively weak ERP response to the individual
visual stimuli (probably due to the dynamic nature of the displays). This
situation leadsus tobelieve that the apparent change inN1activitymay in
fact reflect a modulation of activity corresponding to the visual P1. The
unimodal ERP literature has shown that the P1 is larger in amplitude in
response to high contrast stimuli or stimuli with unique perceptual
features (Luck and Hillyard, 1994) or when a stimulus is attended (Luck

et al., 2000), and thathasbeen interpretedasevidenceof anenhancement
of visual sensory processing (Hillyard et al., 1998; Mangun and Hillyard,
1991). The current results thus suggest that multisensory integration can
enhance early visual processing. This is supported by a recent transcranial
magnetic stimulation (TMS) study by Romei et al. (2009) who have
shown that auditory signals enhance visual processing within early low
level visual cortex (see also Romei et al., 2007).

However, this interpretation is problematic. First, as noted above,
there was very little in theway of a clear visual P1 in our data. This does
not preclude the possibility that multimodal integration had an impact
on the residual unimodal sensory processing that occurred in the
latency interval of the P1, and that this underlies the 100 ms lateralized
effect evident in our data, but this suggestion would be substantially
more convincing if the visual P1 could be unambiguously identified.
Second, as is clear in the topographic map illustrated in Figs. 8b and 9b,
the early lateralized effect has a lateral topography not generally
associatedwith the visual P1. Thus, instead of a visual P1we refer to this
early effect as an early contralateral positivity. This effect does in any
case appear to stem from strongly spatially-organized neural proces-
sing, as is evident from the fact that it is elicited contralateral to the

Fig. 8. Grand-averaged ERPs and scalp topographies in the AVtarget condition. (a) The ERP
waveforms shown here are collapsed across three posterior left and three posterior right
hemisphere electrodes, locations of the original electrodes are highlighted by black circles
in the scalp topographyplots. The grand averagedERPs represent the target ERPs collapsed
over left and right target and left and right hemispheres so as to yieldwaveforms recorded
contralateral and ipsilateral to the side of the synchronized visual event. The scalp
topographies represent the difference between contralateral and ipsilateral activity based
on the average ERP effect observed across the early interval identified in panel a.
(b) Topographical map of the early lateralized effect. (c) Topographical map of the late
lateralized effect based on the average ERP effect observed across the late interval
identified in panel a. For display purposes, the lateral ERP scalp topography maps (N2pc
and early laterality) are based on an contralateral-minus-ipsilateral difference mirrored
across the vertical meridian of the electrode array with electrodes on the midline
artificially set to zero (see also Hickey et al., 2009).

Fig. 9. Grand-averaged ERPs and scalp topographies in the AVdistractor condition. (a) The ERP
waveforms shown here are collapsed across three posterior left and three posterior right
hemisphere electrodes, locations of the original electrodes are highlighted by black circles in
the scalp topography plots. The grand averaged ERPs represent the distractor ERPs collapsed
over left and right distractor location and left and right hemispheres so as to yieldwaveforms
recorded contralateral and ipsilateral to the side of the synchronized visual event. The scalp
topographies represent the difference between contralateral and ipsilateral activity.
(b) Topographical map of the early lateralized effect based on the average ERP effect
observed across the early interval identified in panel a. (c) Topographical map of the late
lateralized effect based on the average ERP effect observed across the late interval identified
in panel a. For display purposes, the lateral ERP scalp topography maps (N2pc and early
laterality) are based on an contralateral-minus-ipsilateral difference mirrored across the
vertical meridian of the electrode array with electrodes on themidline artificially set to zero
(see also Hickey et al., 2009).

Fig. 10. Grand-averaged ERPs in the V only condition. The ERP waveforms shown here
are collapsed across three posterior left and three posterior right hemisphere electrodes
as in Figs. 8a and 9a. The grand averaged ERPs represent the visual ERPs collapsed over
left and right visual target location and left and right hemispheres so as to yield
waveforms recorded contralateral and ipsilateral to the side of the synchronized visual
event. For display purposes, the lateral ERP scalp topography maps (N2pc and early
laterality) are based on an contralateral-minus-ipsilateral difference mirrored across
the vertical meridian of the electrode array with electrodes on the midline artificially
set to zero (see also Hickey et al., 2009).
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visual event. We can only speculate about the exact location of the
neural generators underlying this effect. The temporo-occipital distri-
bution across the scalp, and the contralateral organization with respect
to the location of the relevant visual event, however, suggest that this
effect reflects a change in the higher-order processing pathways of the
visual system; presumably those processes related to the ventral
pathways involved in object identification.

Attentional selection as reflected in the N2pc (210–250 ms). The first late
lateralized interaction (210–250 ms)was further examined by separate
ANOVAs for each Stimulus Type (AVtarget, AVdistractor, vs. Vonly). The
N2pc, as indexed by a Stimulus Location×Hemisphere interaction, was
present in the AVtarget condition, Fs1,13=12.19–80.05; Psb0.0005, at
four consecutive 10 ms time windows (210–250 ms). In the AVdistractor

condition, the N2pc was evident, Fs1,13=6.97–7.89; Psb0.05, at two
consecutive 10 ms time windows (210–230 ms). Thus, the early
contralateral positivity was followed by an N2pc contralateral to the
location of the audiovisual event (see Figs. 8c and 9c). In the visual-only
condition there was no sign of an N2pc, suggesting that a target
orientation change alone was not salient enough to draw attention
consistently (all Fsb2.47; PsN0.05). The ERP results thus support the
conclusions we drew from behavior, namely that the sound makes the
synchronized visual event pop out from its environment and draw
attention.

Lateralized VSTM effects (330–1000 ms). The second late lateralized
interaction (330–1000 ms) was further examined by a separate
ANOVA with Stimulus Type (AVtarget vs. AVdistractor), Hemisphere
and Location as within subject factors. These analyses yielded a
reliable interaction between 440 and 1,000 ms, Fs1,13=5.79–45.29;
Psb0.05. This indicates that in the AVtarget condition (Fig. 8a), and to a
lesser degree in the AVdistractor condition (Fig. 9a), the N2pc was
followed by a CNSW (Klaver et al., 1999) (also known as the CDA
(Vogel and Machizawa, 2004) or SPCN (Jolicoeur et al., 2008)). The
CNSW is thought to reflect neural activity related to the maintenance
of information in visual short-term memory (VSTM). In our design
participants were instructed to memorize the orientation of the target
until the end of the entire stimulus sequence of each trial. Critically,
this memorization was required only in the AVtarget condition. The
difference in CNSW amplitude between the AVtarget and AVdistractor

conditions is thus consistent with the idea that VSTM resources were
required by AV targets, but not by AV distractors.

Target processing as reflected in the P3 (180–660 ms)
Finally, as is clear from Fig. 6, we observed a P3 component (Sutton

et al., 1965) that was larger in the AVtarget condition than in the A+V
condition. This componentwas evident between 180 and 660 ms after
stimulus onset, Fs1,13=5.07- 65.66; Psb0.05, as indexed by a Stimulus
Type (AVtarget vs. A+V) main effect (for correct trials). The P3
emerges in many different tasks and most likely reflects awareness of
the target and/or the updating of working memory (Nieuwenhuis
et al., 2005; Sutton et al., 1965).

Discussion

This study investigated the neural mechanisms involved in shifts of
attention driven by multisensory events. The main findings were that
spatially uninformative auditory signals affect the competition among
multiple visual objects (as indicated by behavioral measures), and that
this is related to an early audiovisual interaction starting 50–60ms after
stimulus onset over parieto-occipital electrodes. Our electrophysiolog-
ical results reveal a sequence of events in the information processing
chain that lead to the improved detection of synchronized audiovisual
events.

First, we observed an early multisensory interaction for correctly
reported audiovisual targets, suggesting that rapid audiovisual

integration underlies the pip and pop phenomenon. Moreover, this
early multisensory interaction was correlated with behavioral search
benefits, indicating that participants with a strong multisensory
interaction benefited the most from the synchronized auditory signal.
The latency of this early multisensory component is consistent with
earlier studies reporting low-level multisensory interactions (Giard
and Peronnét, 1999; Molholm et al., 2002; Talsma et al., 2007). For
example, Lebib et al. (2003) reported a reduced P50 when auditory
vowel sounds were congruent with visual mouth movements, as
compared to when the vowel sound and mouth movement did not
match (see also Klucharev et al., 2003; Lebib et al., 2004). More
generally, there is substantial evidence that early auditory compo-
nents, including the N1, are reduced when stimuli have a congruent
visual component (Besle et al., 2004; Stekelenburg and Vroomen,
2007).

Themultisensory interaction appears to be a sub-additive interaction,
with the AV conditions showing reduced positivity relative to the A+V
conditions. However, it is difficult to determine directionality of this AV
interaction (see Cappe et al., 2010 for extended discussion of this issue).
The polarity of ERP components does not necessarily reflect directionality
of underlying neural activity and ERP activity summates at scalp surface.
This means that the AV interaction identified in Fig. 6 could reflect the
influence of a neural generator that becomes active in the AV conditions
and expresses with negative polarity at scalp. If this co-occurred with
positive polarity activity stemming from other sources, this might cause
reduced overall positivity in the AV condition, and thus account for the
pattern evident in Fig. 6. Importantly, thiswouldnot reflect a reduction of
neural activity in the AV condition. While we cannot concretely
determine if this situation underlies the current results, the data does
demonstrate that theAV interaction–regardless of its direction–underlies
the subsequent pip and pop effect on behavior.

The parieto-occipital distribution observed in prior studies–and in
the current results–fits with claims that the inferior parietal cortex,
notably the intraparietal sulcus, may be involved in early multisensory
integration (Giard and Peronnét, 1999; Molholm et al., 2002; Schroeder
and Foxe, 2004). However, whereas these earlier reports point towards
a somewhat right-lateralized distribution for this site, the current study
found a more left-lateralized distribution. The idea that AV stimuli
trigger activity in a multimodal brain area over the left temporal cortex
has some basis in ERP, ERF and fMRI studies investigating bimodal
speech perception (Callan et al., 2003a, 2003b; Calvert and Campbell,
2003; Miller and D'Esposito, 2005; Möttönen et al., 2002).

Fig. 6 suggests that the data appear to contain some residual alpha
oscillations (see also Figs. 3, 8, 9 and 10). One could argue that there is a
relation between the observed early multisensory effects and this pre-
stimulus oscillatory activity; particularly its phase at the time of
stimulus change. For instance, Mathewson et al. (2009) have shown
that the detectability of a faint stimulus is strongly related to the phase
of the ongoing alpha oscillation (see also Hanslmayr et al., 2007).
Analogously, one might argue that our target stimuli will only be
identified when presented during the most optimal phase of the alpha
wave, and whether the presence of an auditory stimulus broadens this
range. Although there might be a relation between alpha phase and
performance, we nevertheless consider it unlikely that alpha activity
alone can explain our observed early effects. (A) In the present study,
the event of interest was embedded in a sequence of stimuli that each
changed at irregular moments, rendering it unlikely that our visual
sequence evoked a strong train of alpha waves. (B)We report a reliable
correlation across participants between the benefits in the AVtarget

condition (relative to the V condition) and magnitude of the early
multisensory interaction, indicating that those participants showing a
strong multisensory interaction effect benefited the most from the
audiovisual targets (see Fig. 7). Therefore, we consider it as unlikely that
one participant was differently affected by alpha-phase than another.
Thus, the presence of the correlation bolsters our claim that the
multisensory interaction is important for the pip and pop effect.
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Nevertheless, the possible relation between alpha phase, stimulus
detectability and a possible influence of auditory stimulation on this
process is interesting and deserves further study in future research.

The early integration of audiovisual events appears to have an
impact on visual processing, as is evident in modulation of posterior
activity over cortex contralateral to the visual aspect of the AV event
(see Figs. 8 and 9). The latency (80–100 ms) of this effect is
characteristic of a modulation of the visual P1 component, and the
amplitude of the contralateral P1 is typically larger when sensory
processing is facilitated (Busse et al., 2005; Heinze et al., 1994;
Hillyard et al., 1998; Luck et al., 2000; Talsma and Woldorff, 2005b).
P1 effects such as these are thought to reflect an increase in the gain of
sensory activity (Hillyard et al., 1998; Mangun and Hillyard, 1991).
One interpretation of this effect is thus that it reflects an increase in
sensory or perceptual activity in visual cortex, reflecting an increase in
visual salience (see e.g. Romei et al., 2009, 2007). This would be
consistent with the behavioral and N2pc data demonstrating that the
AV target pops out from its cluttered environment.

However, it is important to note that the interpretation of the early
lateralized effect as a modulation of a typical visual P1 is problematic,
since the topographical maps show a more lateral, temporal-occipital
distribution, and there is little in the way of a standard P1 in the ERP
waveforms. Therefore, we prefer to refer to this effect as an early
contralateral positivity instead. It should be noted that there was not a
very strong exogenous P1 component present in our data and we
believe that this absence is largely due to our experimental design:
target events (to which the ERPs were time-locked) were embedded
in a continuous stream of very similar distractor events, and these
types of dynamic displays are known to attenuate early exogenous
aspects of the visual ERP (e.g. Leblanc et al., 2008; Martens et al.,
2007). Furthermore, in our experimental design the visual P1 elicited
by an AV event would co-occur and be superimposed upon a volume
conducted exogenous auditory N1. However, neither of these
possibilities explains the atypical topography of the P1-latency effect
(see Figs. 8a and 9a). The results suggest nevertheless that this effect
stems from a spatially-organized neural mechanism, because the
effect is observed contralateral to the visual aspect of the AV events.
Although further research is clearly needed to determine the degree
to which this effect reflects a change in visual processing, we
hypothesize that this effect is compatible with a multisensory driven
change in sensitivity of the higher-order (i.e. ventral pathway) visual
processing stream. The latency of the early contralateral positivity is
consistent with other studies showing activity in the ventral pathway
during this time-window (Kirchner and Thorpe, 2006; Lamme and
Roelfsema, 2000).

The pattern of N2pc results is in line with the idea that the cross-
modal boost of visual processing results in selection of the audiovisual
event. The visual object is subsequently processed as a behaviorally
relevant stimulus, resulting in an enhanced P3. If it is a target, the
response-related property is maintained in visual short termmemory,
resulting in an increase in CNSW amplitude. The overall pattern of ERP
results is thus consistent with our understanding of the cognitive
operations at work in multimodal perception and cognition.

Whereas other studies report that attention can affect multisensory
processing (Alsius et al., 2005, 2007; Busse et al., 2005; Fairhall and
Macalusso, 2009; Senkowski et al., 2008; Talsmaet al., 2007; Talsma and
Woldorff, 2005b; Van Ee et al., 2009), the present study demonstrates
for the first time that multisensory processing can affect attention. Our
data suggest thatmultisensory integration canoccurpre-attentively and
that some of these integration mechanisms are not influenced by top-
down control processes based on the relevance of the audiovisual event
(Bertelson et al., 2000; Driver, 1996).We note, however, that we do not
believe that the entire process is immune to top-down effects. For
example, Vroomen and de Gelder (2000) have demonstrated that
auditory signals affect theprocessing of a synchronized eventwhen they
used a salient auditory event, but not when the auditory event was part

of a melody, suggesting that temporal synchrony alone does not
necessarily result in multisensory integration (see also Van der Burg
et al., 2010b). It appears that the auditory stimulus needs to be amarked
event in order for it to be uniquely bound to a visual event. Thismay also
explain why attention to at least one modality (Van der Burg et al.,
2010a), or both modalities (Talsma et al., 2007) was a prerequisite for
early multisensory integration. In the Talsma et al. study the auditory
and visual eventswerepart of a sequence, andwerenot salient events in
themselves.Weproposehere thatwhenparticipants are in a distributed
state of attention and auditory events are relatively rare, audiovisual
integration occurs not only easily and automatically, but can even serve
the purpose of guiding attention to the location of the concurrently
presented visual stimulus. This notion is consistent with a recent
framework proposed by Talsma et al. (2010), which states that top-
down controlled voluntary attention is predominantly necessary in
situations where none of the individual stimuli are salient enough by
themselves.

Summary and conclusion

The present study employed a visual search paradigm, using
complex and dynamically changing visual displays and brief auditory
events to show how sounds can affect the competition among visual
stimuli. We found a systems-level cascading sequence of event that
started with an early latency multisensory integration effect. This
integration effect ultimately led to a rapid shift of attention to a visual
stimulus thatwaspresented in temporal synchronywith the occurrence
of a transient auditory event. While other studies have reported early
effects of audition on visionwhenusing single audiovisual events (Giard
and Peronnét, 1999; Molholm et al., 2002; Talsma et al., 2007), the
present study is the first to reveal how such early effects contribute to
biasing or resolving the competition between multiple visual events. In
this respect it complements earlier studies showing how vision can aid
audition in noisy environments (Senkowski et al., 2008). This speaks to
the importance of multisensory processing in real life, where we are
exposed to an overwhelming amount of information from different
senses. In this highly dynamic environment, synchronized information
from two different senses appears to bemore than just the sum of what
is provided by either sense individually.
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