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A B S T R A C T

In order to understand human decision making it is necessary to understand how the brain uses feedback to guide
goal-directed behavior. The ventral striatum (VS) appears to be a key structure in this function, responding
strongly to explicit reward feedback. However, recent results have also shown striatal activity following correct
task performance even in the absence of feedback. This raises the possibility that, in addition to processing
external feedback, the dopamine-centered “reward circuit” might regulate endogenous reinforcement signals, like
those triggered by satisfaction in accurate task performance. Here we use functional magnetic resonance imaging
(fMRI) to test this idea. Participants completed a simple task that garnered both reward feedback and feedback
about the precision of performance. Importantly, the design was such that we could manipulate information about
the precision of performance within different levels of reward magnitude. Using parametric modulation and
functional connectivity analysis we identified brain regions sensitive to each of these signals. Our results show a
double dissociation: frontal and posterior cingulate regions responded to explicit reward but were insensitive to
task precision, whereas the dorsal striatum - and putamen in particular - was insensitive to reward but responded
strongly to precision feedback in reward-present trials. Both types of feedback activated the VS, and sensitivity in
this structure to precision feedback was predicted by personality traits related to approach behavior and reward
responsiveness. Our findings shed new light on the role of specific brain regions in integrating different sources of
feedback to guide goal-directed behavior.
1. Introduction

Humans and other animals must be able to evaluate actions as a
function of the quality of their outcome. Decades of neurophysiological
and neuroimaging studies have demonstrated that the meso-cortico-
striatal pathway is central to this function (McClure et al., 2004;
O'Doherty, 2004; Schultz, 2000, 2006, 2013). Neurons in this system
respond to explicit reward (Apicella et al., 1991; Knutson et al., 2003),
signal errors in the prediction of reward (Schultz et al., 1997; Bayer and
Glimcher, 2005), and drive selection of reward cues and approach to-
ward these objects (Berridge and Robinson, 1998; Flagel et al., 2011;
Hickey and Peelen, 2015). The ventral striatum (VS), a target of midbrain
and cortical projections, has received particular attention in this context.
This structure plays a core role in instrumental learning (O'Doherty et al.,
2004) and reward-contingent behavior (Tricomi et al., 2004) and is
sensitive to various types of external reward feedback (Knutson and
Cooper, 2005).
ourg, Switzerland.
.

Thewell-known sensitivity of the VS to reward feedback has led to the
widely-held notion that this structure is in fact dedicated to the pro-
cessing of reward. However, recent functional magnetic resonance
(fMRI) findings have shown that the VS, together with other reward-
related structures, is also activated by simple cognitive feedback such
as that indicating performance accuracy (Rodriguez et al., 2006; Daniel
and Pollmann, 2010; Tricomi and Fiez, 2008; Ullsperger and von Cra-
mon, 2003; Han et al., 2010; Wolf et al., 2011).

Feedback-related responses in the striatum have been observed in a
variety of tasks, ranging from information-integration learning (Daniel
and Pollmann, 2010) to perceptual training (Tricomi et al., 2006). A
handful of studies have observed striatal activation following accurate
responses even when no explicit feedback is provided at all (Daniel and
Pollmann, 2012; Satterthwaite et al., 2012; Guggenmos et al., 2016). In
this situation, the VS responds most strongly when participants are
completing a challenging task (Satterthwaite et al., 2012; Dobryakova
et al., 2017) or when they are confident about their performance (Daniel
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and Pollmann, 2012).
In addition to the VS, other striatal and cortical structures have been

associated with both reward and performance processing. On one hand,
the putamen - a key node in the motor feedback loop - responds to aspects
of task performance that extend beyond purely motor execution pro-
cesses. A number of studies have shown putamen activation in response
to performance feedback (Cincotta and Seger, 2007; Eppinger et al.,
2013), reward prediction errors (Garrison et al., 2013; Daniel and Poll-
mann, 2012; Sommer and Pollmann, 2016), performance evaluation and
perceived competence, even in the absence of external feedback or
reward (Daniel and Pollmann, 2010, 2012; Guggenmos et al., 2016;
Sommer and Pollmann, 2016). On the other hand, regions such as orbi-
tofrontal cortex (OFC) and posterior cingulate cortex (PCC) have been
extensively linked to the processing of external reward (Liu et al., 2011).
This suggests that performance feedback and internal signals of precision
may target specific subcomponents of the reward system and striatal
nuclei in particular. Reward-associated cortical areas, in contrast, may be
sensitive to explicit primary and secondary reward feedback.

A number of studies have addressed the possibility that the dopami-
nergic system, and the striatum in particular, may contribute not only to
the analysis of external rewards but also to the processing of internally-
generated signals reflecting valuation of accurate performance (Sat-
terthwaite et al., 2012; Daniel and Pollmann, 2012; Pascucci and Turatto,
2013; Pascucci et al., 2015; see Daniel and Pollmann, 2014 for a review).
For example, Daniel and Pollmann (2010) directly compared neural
correlates of monetary reward with cognitive feedback during two par-
allel category-learning tasks. The authors found that both types of rein-
forcer activate the dopaminergic system in similar ways, but that a core
structure of the VS, the nucleus accumbens (NAc), responded more
strongly when learning was paired with monetary reward. Similarly,
Delgado et al. (2004) found that VS activation in response to the outcome
of a gambling task was greater after reward-related feedback than after
accuracy feedback, and Murayama et al. (2010) showed that the removal
of external reward from a previously enjoyable task decreased the
sensitivity of reward-related structures to task performance.

Taken together, this evidence suggests that reward incentives may be
crucial in driving dopaminergic responses to performance outcomes.
Tricomi and colleagues (Tricomi et al., 2006) have proposed that
non-reward incentives like performance feedback become effective only
under specific circumstances. As a result, motivational context and in-
dividual variability become important in predicting striatal sensitivity to
different types of feedback (Tricomi et al., 2006; Delgado et al., 2004).

There is thus ambiguity in our understanding of striatal sensitivity to
reward or performance feedback. One reason for this ambiguity is that
existing studies investigating the role of non-reward information in
Fig. 1. A) Example of events in a single trial of the task. During “aiming”, the bottom pointer an
portion of the target (upper side of the screen). The outcome of each shot was shown until the en
ending positions of the bullet) were determined prior to task execution and divided into five leve
white portion of the target, independent of precision. Reward and Precision were used as parame
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striatal activation have understandably tended either to omit reward
from the experimental design (Rodriguez et al., 2006; Murayama et al.,
2010; Daniel and Pollman, 2012; Satterthwaite et al., 2012) or have
associated explicit reward to one task and accuracy feedback to another
(Daniel and Pollmann, 2010; Delgado et al., 2004). Under these cir-
cumstances, it is unclear whether observed striatal sensitivity to task
accuracy reflects a fundamental function of the area. It may be that this
system always analyzes the quality of task performance, even when this
kind of evaluation is not required by task instructions and is not required
to achieve rewarding outcome. But it may alternatively be the case that,
in the absence of external feedback, the dopaminergic system becomes
sensitive to the next best learning signal, namely task accuracy.

Here we test these contrasting hypotheses. While in the fMRI scanner,
we had human participants perform a simple video game that involved
firing a bullet at a target. Each trial of this game resulted in one of five
outcomes: a perfect hit, when the bullet hit the center of the target; a good
hit, when the bullet hit the side of the target; a near miss, when the bullet
hit the extreme edge of the target; a near hit, when the bullet just missed
the target; and a bad miss, when the bullet landed far from the target (see
Fig. 1B). Participants knew that hits resulted in monetary reward, but,
critically, they were unaware that the game was rigged: the outcome of
each trial was determined prior to task execution. This provided us the
ability not only to manipulate whether a trial resulted in a hit, and thus
whether reward was received, but also to vary the quality of the hit, and
therefore the perceived precision of performance.

We used parametric analyses of the resulting fMRI data to isolate
activity caused by the manipulation of explicit reward from activity
caused by manipulation of task precision, and we used functional con-
nectivity analysis to identify segregated networks supporting the pro-
cessing of explicit reward feedback and task precision.

2. Materials and methods

2.1. Subjects

Twenty healthy volunteers (mean age ¼ 24 ± 3, 14 female) were
recruited from the University of Trento and paid at the end of the
experiment. All participants gave written informed consent. The study
was conducted under the approval of the local institutional
ethics committee.

2.2. Visual stimulation

Stimuli were back-projected onto a screen by a liquid-crystal pro-
jector at a frame rate of 60 Hz and a screen resolution of 1280 � 1024
d bullet were jittering and participants had 1000 ms to “shoot” the bullet and hit the white
d of the trial and represented the event of interest for the fMRI analyses. B) Outcomes (the
ls of precision. Reward (10 cents) was delivered exclusively when the bullet hit the central
tric modulators of brain activity at the time of the outcome. Stimuli are not drawn to scale.
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pixels (mean luminance: 109 cd/m2). Participants viewed the stimuli
binocularly through a mirror above the head coil. Stimuli were generated
with Matlab (Mathworks Inc., Natik, MA) and the Psychophysics Toolbox
3.8 (Pelli, 1997).

2.3. Behavioral task

Participants had to shoot a bullet (a red oval shape, 0.4� of diameter)
from the top of a pointer (a small black rectangle, 2 � 0.5�) presented in
the lower part of the display (at 10� from the center) by pressing a button
on a response box. The target was a central white region (2.3 � 1�) of a
black rectangle (7� 1�) presented in the upper part of the display (at 8.5�

from the center). Importantly, the bullet and pointer were horizontally
jittered until the shot was fired (±4� from the monitor's midline). The
direction and speed of this movement jitter was varied randomly and the
pointer and bullet were constantly sliding.

When the bullet was shot, it disappeared behind an occluder for a
portion of its trajectory (gray rectangle, 10� 16�). Behind this object, the
bullet's trajectory was artificially deviated such that it reappeared in a
trajectory that would land at a pre-determined position. We selected a set
of five possible ending positions relative to the distance from the target's
center (0 ± 0.15� ¼ perfect hit; 0.5 ± 0.05� ¼ good hit; 1 ± 0.05� ¼ near
miss; 1.5 ± 0.05� ¼ near hit; 2.5 ± 0.30� ¼ bad miss; see Fig. 1B). Perfect
hits, good hits, and near misses garnered 10 cents, with the other out-
comes resulting in no gain (0 cents). The task thus defined 5 levels of task
precision and two levels of reward feedback. Before the experiment,
participants were instructed to focus on the position and speed of the
pointer in order to select the right moment to shoot and were made
explicitly aware that their performance dictated their earnings at the end
of the experiment. At the end of the experiment, none of the participants
reported being aware of the pre-determined nature of the game.

Each trial lasted 6.6 s and started with 800 ms of a green fixation spot
(0.5�) followed by the appearance of the task-related elements (see
Fig. 1A). After 1 s, the bullet turned to light red and the gray central
rectangle started moving. Following a change in the bullet's color, par-
ticipants had 1 s to make a shot. After key press, the bullet moved toward
the target and reached its final position in 1500 ms. When the bullet
reached the target, the three elements became stationary and the
outcome of the shot was shown for the rest of the trial. There were 50
trials in each run for a total of 250 trials. When participants failed to press
the response button in time, the bullet fell from the pointer and the trial
was discarded from analysis (less than 10% of trials discarded in total).
The experimental session lasted approximately 30 min. Before the
experiment, all participants underwent a brief practice session (20 trials)
outside the scanner. During this practice session, each trial was followed
by visual feedback indicating the reward obtained (“þ10 cents” or “0
cents”). No feedback was provided inside the scanner.

2.4. fMRI data acquisition

FMRI images were acquired using a 4T Bruker MedSpec Biospin MR
scanner and an 8-channel birdcage head coil. Each functional run con-
sisted of 154 vol with 32 T2*weighted echo planar slices (EPIs; repetition
time (TR) ¼ 2200 ms; time to echo (TE) ¼ 30 ms; flip angle (FA) ¼ 76�;
field of view (FOV) ¼ 192 � 192 mm2; voxel size ¼ 3 � 3 � 3 mm3). EPI
images were corrected for geometric distortions using the point-spread
function method (Zaitsev et al., 2004). Before the experimental session,
for each participant we acquired a structural whole-head image
(MP-RAGE; TR ¼ 2700 ms; TE ¼ 4.18 ms; FA ¼ 7�;
FOV ¼ 256 � 224 mm2; inversion time (TI) ¼ 1020 ms; voxel
size ¼ 1 � 1 � 1 mm3; sagittal slices ¼ 176) that was used for
co-registration with the functional images.

2.5. fMRI data preprocessing

Anatomical and functional images were preprocessed with the
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Statistical Parametric Mapping toolbox (SPM12; University College of
London, London, United Kingdom). The first four volumes of each run
were discarded to allow for T1-equilibration effects. Functional images
were then corrected for acquisition delay using the physical midpoint of
acquisition as a reference. To correct for motion all images were real-
igned to the mean functional image using a two-pass procedure. Six
motion parameters were obtained from the realignment procedure and
were included in general linear model (GLM) analysis, which is described
below. The anatomical scan was then co-registered to the mean image of
the realigned functional volumes. Anatomical and functional images
were subsequently normalized relative to the standard Montr�eal Neuro-
logical Institute (MNI) space using trilinear interpolation and smoothed
with an isotropic 8 mm2 full-width half-maximum Gaussian kernel.

As a final step, outlier volumes for each run (less than 5% on average)
were identified through the compound-movement index available in the
ART Toolbox (www.nitrc.org/projects/artifact_detect/; threshold¼ 2.5).
A high-pass filter with cutoff of 128 s was applied to the time-series of
functional images in order to remove low-frequency noise.

2.6. Parametric modulation analysis

Statistical analysis of functional images was performed using SPM12
and a set of custom scripts in Matlab. To investigate functional areas
specialized in the processing of performance feedback (precision) and
monetary reward, we used a model-based parametric modulation
approach (Rohe et al., 2012). Images were submitted to a two-stage
mixed-effects model (Friston et al., 1994) with a single event of inter-
est - the outcome of the shooting task - modeled with a delta function
(duration ¼ 0 s) and convolved with the canonical hemodynamic
response function (HRF).

To model the variability in the strength of the neural response to the
outcome as a function of the monetary win or the precision of perfor-
mance, two parametric modulators were added to the event of interest.
One modulator (Reward) was a stepwise function modulating the
outcome regressor with a positive weight when a trial resulted in
financial gain and a negative weight when it did not. The other modu-
lator (Precision) was a discrete variable linearly increasing from bad
misses to perfect hits in five steps (see Fig. 1).

Because reward feedback occurred only when precision was high, the
Reward and Precision factors were highly correlated. We accordingly
constructed two separate general linear models (GLM) in which the two
modulators were inverted and serially orthogonalized (Mumford et al.,
2015). In the reward-first GLM, the Reward modulator was included
before Precision, and, as a result, the Precision factor only explained
variance not already explained by Reward. In the precision-first GLM this
was reversed, such that the Reward factor only explained variance not
already explained by Precision. This allowed us to disentangle functional
areas responding uniquely to reward or precision feedback after ac-
counting for variance shared by the two modulators. We subsequently
examined this shared variance in the first factor of the two models (i.e.
reward in the reward-first model and precision in the precision-first
model) in order to identify areas sensitive to both types of feedback.

We performed an additional GLM to confirm the effect of Precision
independent of Reward. Here, Reward was modeled as a two-level factor
(reward vs. no reward). Within each level of this factor, the degrees of
Precision were included as separate parametric modulators. This allowed
us to examine the effect of precision feedback when reward was received
(i.e. variance created by perfect hit, good hit, and near miss feedback
when reward was received) and when it was not (i.e. variance created by
near hit and bad miss feedback when no reward was received).

As a further step, to address whether activity in the putamen was
driven exclusively by the precision feedback or by the interaction be-
tween the Reward and Precision factor (see Results), we adopted a model
comparison approach (Rohe et al., 2012). Two additional GLMs were
constructed and estimated on the right posterior putamen seed, using an
inclusive mask obtained from the significant cluster in the

http://www.nitrc.org/projects/artifact_detect/
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reward-first GLM.
Both models contained a single parametric modulator of the outcome.

In the precision GLM, the modulator was the orthogonalized version of
the Precision factor (from the reward-first GLM). In the reward-precision
GLM, the modulator was an interaction term, obtained as the product of
the Reward and Precision factor. We evaluated whether activity in the
putamen was better explained by the Precision modulator or by its
interaction with Reward by comparing the goodness of fit of the two
models. The goodness of fit was estimated as the logarithm of the models
residual variance (log(σ2)), which represents a linear transformation of
the Akaike information criterion (AIC) for models with equal number of
data points and parameters (Rohe et al., 2012). Individual log(σ2) values
were then averaged across voxels of the putamen seed, separately for the
precision and the reward-precision GLM. Model comparison was imple-
mented at the group level by testing the difference between the log(σ2) of
the models across participants (paired t-test, two tails).

Six motion parameters derived from realignment were included in all
GLMs as nuisance regressors, as were time and dispersion derivatives for
each regressor, five constant terms defining the scanner runs, and a
dummy variable coding for outlier volumes. The map of voxel-wise
parameter estimates (beta values) for each regressor was obtained at
the single-subject level. The beta images for the two orthogonalized
modulators in precision-first GLM and reward-first GLM and for the two
precision modulators in the parametric GLM were then submitted to
second-level group analysis consisting of voxel-wise comparison across
subjects (one-sample t-test), treating each subject as a random effect.

Statistical significance was assessed at the group-level using statistical
non-parametric mapping (SnPM) which corrects for multiple compari-
sons at a p (FWE) < 0.05 (cluster-forming threshold¼ p < 0.001; number
of permutations¼ 5000; no variance smoothing). To identify areas where
neural activity was significantly explained by both Reward and Precision,
conjunction analysis testing against the conjunction null hypothesis (p
(FWE) < 0.05, Nichols et al., 2005) was performed using a second-level
one-way ANOVA on individual statistical maps derived from the
non-orthogonalized versions of the Reward and Precision modulators
(the first parametric modulators of the reward-first and precision-first
GLMs, respectively).

2.7. Functional connectivity

As a complement to the parametric modulation analysis, we investi-
gated the functional connectivity at the time of the outcome for brain
regions showing stronger sensitivity to reward or precision feedback. The
goal of this additional analysis was to determine whether areas
responding to reward or precision feedback were embedded in func-
tionally segregated networks.

To this end, we used a generalized psychophysiological interaction
approach (gPPI, McLaren et al., 2012), which has the advantage over
standard PPI procedures of accommodating multiple task conditions -
including parametric modulators - in the same connectivity model
(McLaren et al., 2012).

The aim of the gPPI analysis was to identify reward- and precision-
related connectivity between seed regions of interest and the rest of
the brain. One seed region (right posterior putamen) was defined as the
cluster with the strongest effect of Precision in the reward-first GLM. Two
other seeds (posterior cingulate, PCC; and medial orbitofrontal cortex,
mOFC) were clusters with the strongest effect of Reward in the precision-
first GLM. The first eigenvariate of the time-series of each seed was
adjusted for the effects of interest and deconvolved from the HRF to es-
timate the time course of neuronal activity (Gitelman et al., 2003).
Estimated neuronal time-series were then used to generate psychophys-
iological interactions with the main regressors of the reward-first and
precision-first GLMs. Our interaction terms of interest were 1) the
product of the right putamen neuronal time-series and the orthogonal-
ized version of the precision modulator (from reward-first GLM) and 2)
the product of the PCC and mOFC time-series and the orthogonalized
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version of the reward modulator (from precision-first GLM).
Psychophysiological interactions were reconvolved with the HRF and

entered into three new GLMs. The putamen-precision GLM contained all
regressors from the reward-first GLM along with the interaction terms
with the putamen seed and its original eigenvariate time-series. The
mOFC-reward PCC-reward GLMs contained all regressors from the
precision-first GLM along with the interaction terms for the two reward
seeds and their eigenvariate time-series. The inclusion of all regressors
plus the seed eigen variates allowed us to identify whole-brain connec-
tivity driven by the effect of reward or precision modulators on the seed
of interest, all while taking into account the main effect of the modulator
and of the seed activity alone.

For each subject, three contrasts were computed from the gPPI
models. In one contrast, we extracted beta values for the interaction
between putamen activity and Precision (from the putamen-precision
GLM). In the other two contrasts, we extracted beta values for the in-
teractions between mOFC and Reward (from the mOFC-reward GLM)
and between PCC and Reward (from the PCC-reward GLM). In line with
our univariate approach, the construction of psychophysiological in-
teractions with the orthogonalized version of each modulator allowed us
to identify areas where a modulatory contribution of the seed activity
depended on the unique effect of Precision or Reward feedback.

Individual contrasts were then submitted to second-level group
analysis. Because only unshared variance among the three regressors (the
orthogonalized Precision/Reward feedback, the seed activity and their
interaction) loaded on the interaction term, the PPI analysis has implic-
itly less power than canonical univariate approaches and therefore, we
assessed statistical significance with a whole-brain uncorrected threshold
of p ¼ 0.001 and cluster size of six voxels or greater.

2.8. Questionnaire

In a post-experimental session, eighteen participants were adminis-
tered the Italian version (Leone et al., 2002) of the behavioral inhibition
(BIS) and behavioral approach (BAS) personality scale (Carver and
White, 1994). The questionnaire consists of 24 Likert-scale questions (4
of which are fillers) assessing BIS (7 items) and three BAS subscales
(Drive, Reward Responsiveness and Fun Seeking, 13 items). The BIS scale
measures reaction to punishment, anxiety and response to stimuli
inducing behavioral inhibition and withdrawal. The BAS scale measures
reward responsiveness and reward seeking, representing individual dif-
ferences in sensitivity to goal achievement, reward cues and
approach behavior.

The BIS and BAS-total scores (the sum of scores in the three BAS
subscales) were not correlated across participants (r ¼ �0.21, p ¼ 0.39)
and were used to predict inter-subject variability in response to perfor-
mance feedback in reward-related regions. More precisely, we identified
a region of interest (ROI) from the conjunction analysis and extracted
beta values for the Precisionmodulator of the Reward Present trials in the
parametric GLM (with the Reward factor held constant). Beta values were
then fit to a linear model with standardized BIS and BAS-total scores as
main predictors plus an intercept term.

3. Results

3.1. Precision

In the parametric modulation analysis of the reward-first GLM, the
Precision modulator could account only for variance not already parti-
tioned to the Reward manipulation. This revealed a single significant
cluster of 66 voxels in the right posterior putamen (peak activity at
x ¼ 27, y ¼ �4, z ¼ �7, T ¼ 6.44; see Fig. 2A, green color scale, and
Table 1). The sensitivity of this caudal portion of the striatum to precision
feedback was corroborated by results from the parametric GLM. The
analysis of the precision modulator in Reward Present trials identified
two significant clusters located in the right posterior putamen (x ¼ 27,



Fig. 2. A) Results of the parametric modulation analysis for the Precision modulator orthogonalized to Reward (reward-first GLM), shown in the green scale, and for the Precision
modulator orthogonalized to monetary win (parametric GLM), overlaid in the winter color scale. B) Functional connectivity (gPPI) results for the right posterior putamen seed. Statistical
maps are superimposed on a MNI ICMB152 Average Brain atlas using MRIcron software (www.mricro.com) and thresholded according to the corrections described in the Materials and
Methods section. C) Average beta estimates in the right putamen peak from reward-first GLM as a function of Precision (reward-first GLM) and Reward (precision-first GLM). Bars are 95%
confidence intervals for the mean. D) Mean logarithmic residual variance (log(σ2)) of the GLMs estimated in the putamen seed, containing either the Precision modulator or the Reward x
Precision interaction modulator. Smaller log(σ2) values represent superior model fit. The overall mean has been subtracted for graphical purpose. Bars are ±1 standard errors of the mean.

Table 1
Maxima of activation from the group statistic on the Precision modulator. Significant peaks
are reported for the GLM with Precision orthogonalized with respect to Reward (reward-
first GLM) and to monetary win (parametric GLM). Peaks of activity correlated with the
interaction right posterior putamen x Precision (see Materials and Methods) are included at
the bottom. The table includes the cluster size, coordinates and T-values of peaks separated
by more than 10 mm. Only local maxima in uniquely-labeled gray matter regions are re-
ported. Regions are labeled using the Harvard-Oxford maximum probability atlas (SPM).

Region Label Extent t-
value

MNI Coordinates

x y z

Precision (reward-first GLM)
Right putamen 66 6.444 27 �4 �7
Precision (parametric GLM-Reward Present)
Supramarginal Gyrus, posterior
division

162 5.707 �57 �43 20

Angular Gyrus 162 4.956 �60 �52 11
Right putamen 123 5.235 27 �13 2
Right putamen/Precision gPPI Connectivity
Brain-Stem (VTA) 6 4.649 3 �19 �13
Supramarginal Gyrus, posterior
division

6 3.940 54 �40 11
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y¼�13, z¼ 2, T¼ 5.23; see Fig. 2A, winter color scale, and Table 1) and
left supramarginal gyrus (x ¼ �57, y ¼ �43, z ¼ 20, T ¼ 5.70) where
activity increased as a function of precision when reward was kept con-
stant. No significant clusters were found for the precision modulator in
Reward Absent trials.

To further characterize the pattern of results from the parametric
GLM, we evaluated whether the interaction between precision and
reward (i.e., the increasing effect of precision only under Reward Present
trials) could represent a more reliable predictor of putamen activity than
the Precision factor itself. The results of our model comparison revealed
smaller log(σ2) values (see Methods) for the reward-precision GLM
compared to the precision GLM (T19 ¼ 3.13, p ¼ 0.005), indicating that
the interaction between reward and precision feedback provides a better
model of putamen activity than the pure precision feedback (Fig. 2D).

The right posterior putamen cluster identified in the reward-first GLM
was used to define the seed for analysis of functional connectivity. The
results of the gPPI analysis revealed two separate clusters showing ac-
tivity that correlated with the right putamen as a function of precision
60
feedback. One cluster was located in the midbrain (peak of activity at
x ¼ 3, y ¼ �19, z ¼ �13, T ¼ 4.65), including the ventral tegmental area
(VTA) as identified in previous work (O'Doherty et al., 2002; Bunzeck
and Düzel, 2006; Krebs et al., 2011). A second cluster was located in the
supramarginal gyrus (x ¼ 54, y ¼ �40, z ¼ 11, T ¼ 3.94).

3.2. Reward

The precision-first GLM revealed two significant clusters where brain
activity increased for monetary win, independent of precision feedback
(see Fig. 3A, and Table 2). One cluster (84 voxels) was located in the
medial part of the orbitofrontal cortex (mOFC; peak activation at x ¼ 6,
y ¼ 65, z ¼ �7, T ¼ 4.99). The second cluster (121 voxels) included
aspects of posterior cingulate cortex (PCC) and precuneus cortex (peak
activation at x ¼ 3, y ¼ �55, z ¼ 20, T ¼ 5.74).

Two separate seeds were defined from these clusters and submitted to
gPPI analysis (see Methods). No significant clusters were detected in
these analyses.

3.3. Reward and precision

To investigate regions where outcome-related activity covaried with
both monetary reward and performance precision, we run a group
conjunction analysis (see Materials and Methods) on statistical maps
corresponding to the first factors in each of the reward-first and
precision-first GLMs.

The conjunction analysis revealed two significant clusters in the left
NAc (peak activation at x¼�9, y¼ 8, z¼�10, T¼ 6.78; see Fig. 4A, and
Table 3) and right NAc (x¼ 15, y¼ 5, z¼�10, T¼ 6.04), along with one
cluster in the PCC (x ¼ 3, y ¼ �37, z ¼ 29, T ¼ 7.08) and one in the
subcallosal cortex (x¼ 0, y¼ 14, z¼�1, T¼ 6.94). NAc activity was thus
elicited by both monetary and precision feedback.

To investigate whether this conjoined activation could underlie inter-
subject variability in the responsiveness to precision, a linear regression
model was used to predict NAc beta values for the Precision modulator in
Reward Present trials of the parametric GLM based on individual mea-
sures of BIS and BAS-total. A significant regression model (F
(1,15) ¼ 5.33, p ¼ 0.017, adjusted R2 ¼ 0.338) showed a non-significant
intercept (β ¼ 0.075, p ¼ 0.56) and no predictive role for BIS

http://www.mricro.com


Fig. 3. A) Results of the parametric modulation analysis for the Reward modulator orthogonalized to Precision (precision-first GLM). B) Average beta estimates in the PCC and mOFC
maxima from precision-first GLM as a function of Precision (reward-first GLM) and Reward (precision-first GLM).
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(β ¼ �0.002, p ¼ 0.98), but a significant predictive role for BAS-total
(β ¼ 0.426, p ¼ 0.006; see Fig. 4B). When reward was received, NAc
was thus more sensitive to precision feedback in participants with high
BAS-total scores.

4. Discussion

We investigated brain areas involved in the processing of reward and
performance feedback when both signals were present in the same task.
To date, effects of accuracy feedback on striatal activity have been
investigated in two ways: 1) with external reward explicitly omitted from
an experimental design (Rodriguez et al., 2006; Murayama et al., 2010;
Daniel and Pollman, 2012; Satterthwaite et al., 2012), and 2) with
reward and accuracy feedback alternated in separate blocks of trials
(Daniel and Pollmann, 2010; Delgado et al., 2004). Results from both
designs show that reward-related structures, and the VS in particular,
respond to task accuracy and performance feedback. However, because
these designs provide reward feedback or performance feedback exclu-
sively, and never both at the same time, it is unclear whether the response
to performance feedback in reward-related regions reflects a core func-
tion of these regions, or a secondary property that emerges only in the
absence of external reward.

In an attempt to test the latter possibility, we had participants com-
plete a video game designed such that both the magnitude of reward
feedback and the perceived quality of task performance could be
manipulated. Our analysis revealed two main findings. First, we found a
double dissociation between sensitivity to reward and precision in the
mOFC/PCC and dorsal striatum. This suggests specialized circuits for the
Table 2
Maxima of activation from the group statistic on the Reward modulator. Significant peaks
are reported for the GLM with Reward orthogonalized with respect to Precision (precision-
first GLM).

Region Label Extent t-value MNI Coordinates

x y z

Reward (precision-first GLM)
Precuneus Cortex 121 5.746 �3 �55 20
mOFC 84 4.998 6 65 �7
Paracingulate Gyrus 84 4.451 0 53 �4
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processing of precision vs. monetary reward feedback. Second, we
observed that the VS was sensitive to both precision and monetary
feedback, and that the degree of VS sensitivity to precision feedback
correlated with personality traits tied to motivation and reward
responsiveness.

The mOFC sensitivity to reward is consistent with the established role
of medial and central orbitofrontal regions in encoding the reward value
of stimuli (Kim, Shimojo& O'Doherty, 2006; O'Doherty, 2007; Tsujimoto
et al., 2011; Padoa-Schioppa and Assad, 2006). Furthermore, these
structures are deeply involved in tracking monetary outcomes and
receipt of reward (Knutson et al., 2001, 2003; Tremblay and Schultz,
2000; Rohe et al., 2012). Using a parametric approach similar to the one
presented here, Rohe et al. (2012) demonstrated that OFC preferentially
signals whether or not a reward has been obtained, whereas prediction
error and anticipatory signals emerge in striatal nuclei. In line with this
finding, here we see that the medial portion of OFC responds uniquely to
monetary gains, irrespective of precision feedback.

Reward outcome also modulated activity in regions of the PCC.
Though the primary function of PCC remains unclear (Pearson et al.,
2011), it appears to play a role in signaling behaviorally relevant events
(Hayden et al., 2009; McCoy et al., 2003) such as the occurrence of
reward in learning contexts (Hayden et al., 2008; Leech and Sharp, 2014;
Pearson et al., 2011). Recent work suggests that a key function of PCC
may be to track and integrate the history of reward and behavior, pro-
moting changes when actions do not lead to reward (Pearson et al.,
2009). This is consistent with our results, where PCC activity may reflect
a continuous process of action-outcome evaluation based on the reward
gained on each trial.
Table 3
Maxima of activation from the group conjunction analysis of the non-orthogonalized
version of the Reward (reward-first GLM) and Precision (precision-first GLM) modulators.

Region Label Extent t-value MNI Coordinates

x y z

Reward & Precision (conjunction analysis)
Cingulate Gyrus, posterior division 27 7.081 3 �37 29
Subcallosal Cortex 8 6.945 0 14 �1
Left Accumbens 34 6.787 �9 8 �10
Right putamen 5 6.048 15 5 �10



Fig. 4. A) Results of the conjunction analysis with Reward (reward-first GLM) and Precision (precision-first GLM). B) Average beta estimates (blue triangles) of the effect of Precision on
Reward Present trials (parametric GLM) in the NAc ROI as a function of BAS-total with the fitted regression line and 95% confidence intervals for predicted responses.
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Manipulation of precision feedback discretely activated the right
dorsal putamen. This region, including the dorsocaudal sector of the
striatum, has been defined as a key node within the cortical-basal ganglia
motor loop (Ell et al., 2012). However, results also suggest that the role of
the putamen extends into a wide range of cognitive functions, including
working and episodic memory, cognitive control, category learning,
habits learning and stimulus-response-outcome associations (see Ell
et al., 2012, for review). In particular, studies of both primates and
humans converge to indicate that the putamen activation correlates with
reward anticipation (McClure et al., 2003), reward magnitude (Cromwell
and Schultz, 2003) and reward delivery (McClure et al., 2003).

In line with previous work (Cincotta and Seger, 2007; Eppinger et al.,
2013; Daniel and Pollmann, 2010, 2012; Guggenmos et al., 2016; Som-
mer and Pollmann, 2016), our results support the idea that the putamen
is involved in endogenous reward processing and performance valuation.
This finding lends itself to two possible interpretations. One possibility is
that sensitivity to precision in the posterior striatum reflects a genuine
function of this structure that is independent of its well-known role in
motor processing. This interpretation may be partly supported by the
(uncorrected) results of our PPI analysis, which show that precision
feedback modulates the functional connectivity between posterior pu-
tamen and VTA, an area primarily involved in the coordination of
dopaminergic signals related to reward and motivation (Pignatelli and
Bonci, 2015). Although putamen projections to the midbrain are mostly
confined to the substantia nigra, studies in monkeys have shown that
putamen nuclei receive input from VTA (Haber et al., 2000) and
VTA-putamen functional connectivity has been reported in tasks with
external reward (Krebs et al., 2011). The posterior putamen may there-
fore be a key center for the analysis of endogenous reinforcers, relying on
signals from the dopaminergic midbrain.

An alternative is that the involvement of putamen in performance
monitoring and reward processing reflect the same underlying function.
Performance-related signals in the putamen may indeed reflect feedback-
driven updates of the strategy underlying a behavioral response (Monchi
et al., 2006; Rubia et al., 2006; Ell et al., 2012). This possibility is in line
with the well-established functional subdivision of the putamen during
motor activity: the anterior part of the putamen is involved in the
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preparation of a movement whereas the posterior putamen is involved in
execution (Gerardin et al., 2004; Jankowski et al., 2009). Thus, our re-
sults showing an effect of precision on posterior putamen may suggest an
off-line process of reinforcement by which the neural pattern underlying
the performed action is reinforced on the basis of precision feedback.
Crucially, this motor reinforcement process in the putamen could be
regulated by dopaminergic input from the VTA.

Recently, Tricomi and colleagues have shown that the right posterior
putamen becomes more sensitive to the onset of task-related stimuli with
increasing task experience (Tricomi et al, 2009). This result, combined
with our findings, illustrates the critical role of the putamen in the
development of stimulus-response associations and habitual behavior.
Early on, the posterior putamen may process performance-related feed-
back, exploiting the consequences of every action. But later, once optimal
stimulus-response associations are established, the putamen may shift its
response to stimuli that anticipate the action, in order to select the
learned response and promote reflexive and habitual behavior (Tricomi
et al, 2009).

Although the right putamen was significantly modulated by precision
feedback, we found that this modulation was mainly driven by precision
in Reward Present trials, whereas no significant effect was found in
Reward Absent trials. This interaction between reward and precision
feedback in the putamen suggests that the hypothesized reinforcement
mechanism only operates when performance feedback is provided within
the context of correct, rewarded performance.

Our results demonstrate that the NAc is sensitive to both precision
and reward feedback. A widely held view is that NAc activity, mediated
by dopaminergic midbrain inputs, is sensitive to reward prediction-error
signals, or discrepancies between expected and actual reward (Horovitz,
2009; Schultz, 2013; Knutson et al., 2001; O'Doherty et al., 2002; Fiorillo
et al., 2003; Floresco, 2015). A growing literature indicates that similar
prediction-error signals are generated in the NAc as a function of per-
formance accuracy (Daniel and Pollmann, 2012; Satterthwaite et al.,
2012; Guggenmos et al., 2016), reflecting endogenous valuation of task
performance in the absence of external reward. A core goal of our
experiment was to identify the primary sensitivity of the NAc – to find out
which type of feedback it was most sensitive to. We considered two
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hypotheses: 1) that the VS activation is primarily driven by endogenous,
performance-related signals, and 2) that the VS responds to endogenous
reinforcers only when external reward is omitted from the task. We
believed that combining monetary reward and performance feedback in
the same paradigm would allow us to reveal the primary role of the NAc.
However, our results show no reliable difference: in this task at least, NAc
responds to precision and reward feedback in much the same way.

To further characterize this result, we tested the relationship between
NAc sensitivity to precision feedback with results from a personality in-
ventory. The possibility that NAc sensitivity to performance may be a
product of personality has been discussed in the literature (e.g., Daniel
and Pollmann, 2014), but never tested. Previous work provided an initial
support to this idea by showing that perceived competence, as assessed
through a motivation questionnaire, predicted NAc activation in
response to cognitive feedback (Daniel and Pollmann, 2010). Our results
provide novel evidence that personality traits play a role in mediating the
sensitivity of NAc to precision feedback. Subjects with strong positive
reactions to reward (high BAS-total scores) are sensitive to precision
feedback, perhaps reflecting the treatment of this information as a type of
endogenous reward signal.

We broadly interpret our results in terms of an actor-critic model of
reinforcement learning. According to this, reinforcement learning re-
quires a critic module that uses prediction-error signals to provide
recurrent updates about the probability of external reward, and an actor
module that encodes the causal link between stimuli, actions and reward,
selecting the optimal behavior in order to gain reward in the future (Joel
et al., 2002). Evidence from neurophysiology and neuroimaging shows
that, through dopaminergic signaling, the VS (O'Doherty et al., 2004;
Pessiglione et al., 2006) and the OFC (Kim, Shimojo & O'Doherty, 2006;
O'Doherty et al., 2007) may act as the critic whereas the dorsal posterior
striatum may represent the actor. Although the biological plausibility of
the actor-critic model has been subject to criticism (Joel et al., 2002),
such functional distinction is supported by a large body of literature
linking specific regions of the cortico-striatal circuit, such as the anterior
VS and the frontal cortex, to reward prediction and hedonic experience
(Floresco, 2015), and the posterior putamen to motor-related processes,
such as motor execution, planning and, in particular, motor learning
(Joel et al., 2002; Tricomi et al., 2009). Our results support this func-
tional subdivision by showing that the same visual information - a bullet
hitting a target - can differentially trigger both reward-based reinforce-
ment signals and performance-related modulation of ongoing
brain activity.

In conclusion, by revealing its sensitivity to both endogenous and
exogenous reinforcement signals, the present results support the idea that
the VS plays a key role in feedback processing. At the same time, we
report novel evidence of specificity in other structures – the putamen and
mOFC in particular –where precision feedback and monetary reward are
selectively processed. By working in concert, these regions appear to
integrate information from varying feedback sources in order to guide
future choices and to optimize behavior.
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